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Figure 1: T2IRay is an indirect, free-hand fine-motor pointing framework based on thumb-to-index (T2I) motion. Our study
empirically provides system design guidance for effective interaction by focusing on two key aspects: (a) ensuring precise
control and (b) maintaining stable ray.

Abstract
Free-hand interactions have been widely deployed for AR/VR in-
terfaces to promote a natural and seamless interaction experience.
Among various types of hand interactions, microgestures are still
limited in supporting discrete inputs and in lacking a continuous
interaction theme. To this end, we propose a new pointing tech-
nique, T2IRay, which enables continuous indirect pointing through
microgestures for continuous spatial input. We employ our own
local coordinate system based on the thumb-to-index finger re-
lationship to map the computed raycasting direction for indirect
pointing in a virtual environment. Furthermore, we examine vari-
ous mapping methodologies and collect thumb-click behaviors to
formulate thumb-to-index microgesture design guidelines to foster
continuous, reliable input. We evaluate the design parameters for
mapping indirect pointing with acceptable speed, depth, and range.
We collect and analyze the characteristics of click behaviors for fu-
ture implementation. Our research demonstrates the potential and
practicality of free-hand micro-finger input methods for advancing
future interaction paradigms.
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1 Introduction
Free-hand interaction is a fundamental and crucial modality in
immersive AR/VR that enables seamless and natural interactions.
Among diverse ways of utilizing the hand, thumb-to-finger gestures
have recently been highlighted with one-handed interaction [9]. It
is performed by manipulating the thumb against the other fingers
in a subtle manner to minimize physical fatigue and enhance social
acceptability [27, 42]. To this end, the main body of microgesture
works has focused on recognizing gestures and enabling discrete
inputs [25, 30, 35]. Also, previous studies have shown versatile
design spaces for microgestures including grasping [44] or across
distinctive hand postures [27]. With the advancement in aforemen-
tioned sensing techniques and flexibility in design space, recent
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works have started to focus on utilizing continuous microgestures.
However, they still remain in offering 1-DOF level control [10] or
stroke drawing [34] that cannot support fully continuous input
such as pointing.

In AR/VR, pointing-based input with free-hand interactions is
formed by using the angle of the ray stemming from the palm
or wrist, and selection is often done by pinch gesture. However,
the conventional hand interaction with direct input requires users
to hold up their entire hand within the field-of-the-view (FoV)
of the camera causing undesirable side effects mentioned earlier.
To mitigate this, recent work suggested a mid-air indirect input
method with a finger pointing to achieve finer motor control and
more deliberate aiming [6]. However, this approach still requires a
mid-air interaction plane in a fixed configuration which reduces
the flexibility of performing input tasks. Recent HMDs have started
to be equipped with wide FoV cameras facing multi-direction to
easily recognize microgestures in various postures [2]. This opens a
new opportunity to enable indirect input-based pointing in AR/VR.

Based on these backgrounds, our goal is to extend the previously
limited discrete thumb-to-index (T2I) gesture into a readily avail-
able indirect input for pointing in AR/VR. Rather than constrained
to a fixed interaction plane, we focus on bringing indirect input
with any hand position or orientation. To this end, we propose
a T2IRay, an indirect pointing technique with a thumb-to-index
gesture, designed to utilize fine thumb manipulation over the in-
dex finger. For T2IRay, we allow users to perform indirect input
within the FoV of head-oriented FoV. As combining microgestures
with other modalities reduces fatigue and improves interaction
speed [8, 50], we incorporate natural head movements to ensure
always-available and fluid continuous input.

Given the concept of T2IRay, there still remains a lack of un-
derstanding on how to design indirect input using thumb-to-index
microgesture. To establish precise and robust T2IRay, the key chal-
lenge is to properly map the thumb tracking to pointing and ensure
accurate detection of a thumb-click gesture. Here, the thumb-click
refers to the gesture where the thumb taps the side of the index
finger. Since inferring discrete taps during continuous interaction
is ambiguous [57] and finger movement associated with thumb-
click alters pointing accuracy [15], it is important to systematically
evaluate user behavior. For this reason, we investigate 1) mapping
methods to align continuous tracking to pointing in AR/VR and 2)
finger kinematics during thumb-click.

In this paper, we propose a T2I pointing interaction technique
and explore the design parameters by addressing the following
questions: 1) How should we map continuous thumb tracking to
pointing in AR/VR? and 2) What are the common user behaviors
associated with thumb-clicks? To answer this, we conducted a Fitts’
law study to evaluate the system’s performance in pointing tasks
with various mapping methods. Then, we examine finger kinemat-
ics during the thumb-click. Through our study results, we formulate
a mapping strategy to enable robust pointing while discovering
parameters to avoid pointing jitter and false positives for robust
thumb-clicks.

Our contributions are as follows:

• A novel indirect input technique transforming thumb-to-
index microgesture into a continuous and robust pointing
for AR/VR;

• An in-depth analysis by Fitts’ law study to compare different
mapping methods to align continuous thumb tracking to
pointing input;

• An investigation of user behaviors on thumb-clicks to for-
mulate design guidelines to reduce pointing jitters and false
positives.

2 Related Work
2.1 Microgesture-based Interactions
In emerging AR/VR environments, there is a increasing focus on
free-hand interactions. Free-hand interaction has long been utilized
as a versatile input modality, often replacing controllers and other
devices. A common approach is to use the hand as an interaction
space [17, 25, 40] or hand posture as a control cue [38, 60]. Recently,
the significance of microgestures has been highlighted for their flex-
ible use of finger movements [9, 53]. Among various microgestures,
previous works explored T2I gesture recognition [10, 31, 34, 35, 47]
with a ring-form factor, touchpad devices [4, 5, 18, 24, 56] and exter-
nal sensors [20, 29, 37, 48, 52, 58]. Furthremore, other works have
demonstrated the potential of utilizing T2I interactions as diescrete
interactions [30, 39, 46].

Still, the T2I interaction research has mainly focused on provid-
ing robust discrete gestures (e.g., tap, swipe, stroke). While discrete
gestures are essential for interaction, expanding their functionality
to include continuous input would enhance their applicability and
practicability [11]. Therefore, we aim to bring continuous input ca-
pability for T2I interaction where we also explore various mapping
approaches for pointing in AR/VR.

2.2 Pointing Techniques in AR/VR
Pointing with controllers and free-hand gestures is fundamental
for continuous interaction in AR/VR. Direct and indirect methods
for pointing have been proposed within the HCI community. For
instance, Gunslinger[36] proposed indirect hand-cursor by hand
posture with arms-down posture. ARPad [6] showcased an indirect
mid-air continuous pointing in AR by mapping hand movements
from a virtual fixed plane to HMD. This work demonstrated that
indirect input reduced fatigue compared to direct hand interac-
tion, especially during prolonged or repetitive tasks. Similarly, Tri-
Pad [15] developed touch input on any surface while supporting
both direct and indirect inputs. Beyond vision-based approaches,
Handycast [28] resolved the physical constraints and limitations of
traditional raycasting by introducing a bimanual raycasting through
mobile phones to access VR in space-constrained. Furthermore, In-
Depth Mouse [59] proposed a depth-adaptive pointing system to en-
hance mouse operation in desktop VR. To improve the performance
further, previous research suggested integrating microgestures with
other modalities [32, 49].

As mentioned, previous research highlighted the capability of
precise and flexible controllability with indirect input approaches.
Despite progress in previous work, however, there remains a need
to explore indirect pointing with finer-grained movements. To ad-
dress this, we propose a method that enables fine-grained indirect
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Figure 2: An overview of the T2IRay input mechanism. The
ray originated from HMD is centered on the intersection
plane. This plane moves as the user’s head moves. The user
performs pointing by adjusting the intersection point based
on the thumb position in T2IRay’s local coordinate system.
The intersection point only be moved by finger so that head
movement doesn’t cause any point movement.

pointing. By combining head movement with T2I motion, we ex-
tend the interaction space to access the full 3D space. Given the
findings of previous studies on the relationship between raycasting
and 3D pointing factors—such as pointing technique and target
depth [26, 45] , it is crucial to investigate the 3D pointing factors
for key consideration for system design. Thus, our research aims to
examine the diverse 3D pointing factors involved in pointing such
as depth.

2.3 Mapping and User Behavior for Input
For gesture input, some previous work has been widely explored
for various interaction purposes. These include examining user
behavior such as proprioception-based control on the hand [13, 21]
or implementation to map finger manipulation. For example, pre-
vious research has successfully implemented the input technique
of typing on the index finger using the thumb [54, 55]. In addition,
other work has demonstrated thumb-driven interaction to perform
thumb-based text input [19]. More recently, cursor-like input has
been proposed using various sensing techniques such as mmWave
radar [33] or radio frequency [14] by tracking finger positions. In
addition, previous work has evaluated proprioceptive gestures [22],
which involves recognizing gestures made directly on the skin to
provide a more intuitive interaction experience. It has also studied
user behavior for one-handed mid-air typing [57], grasping micro-
gesture [43], aiming to understand the feasibility and efficiency of
such input.

These studies highlight the importance of understanding user
behavior to improve the effectiveness of gesture-based interactions.
Despite extensive research on improving hand-based interaction,
the behavior associated with microgesture, particularly in the con-
text of continuous input such as pointing, has not been thoroughly
investigated. To address this gap, our study aims to understand user
performance and behavior during pointing, including thumb-click
actions for a possible selection approach with a focus on microges-
tures. In this way, we aim to contribute to the development of more
effective and intuitive microgesture-based interaction techniques.

3 T2IRay Design
3.1 Design Goals
We define T2IRay as an indirect pointing technique as shown in
Figure 2. We utilize the thumb’s position relative to the T2IRay’s
local coordinate formed by the thumb and index to manipulate
a virtual ray for pointing. This local coordinate system is made
by virtual plane by thumb and index finger for intuitive thumb
position tracking. T2IRay allows users to perform pointing input
using thumb manipulation over the side of the index finger, such
as fine motor raycasting. We design our system with the following
3 design goals:

• DG1: Fine-grained & Subtle Control: Thumb movement
should keep their comfort range of motion for small inputs
and quick transitions to specific command gestures. Previous
work showed that the thumb and index area is one of the
most comfortable regions [12]. And index is also the most
preferred and frequent interaction [40]. Therefore, we form
our interactions using the thumb and the index finger.

• DG2: Familiar Input Metaphor: The input system should
resemble existing systems to promote rapid and effortless
adoption by users. Since users perceive their hands as a
multi-touch sensor [23], we transferred the metaphor of the
familiar body touchpad concept [11] onto the side of the in-
dex finger. Moreover, we focus on supporting the proposed
interaction in a natural hand pose, which enhances micro-
gesture performance [51].

• DG3: Eyes-free with high controllability: Users should
be able to interact with AR/VR interfaces without needing to
maintain direct visual focus on their fingers. In this way, we
encourage users to concentrate on their interactions rather
than their hand movements in an eye-free manner [16, 41].
Also, we aim to support always readily available input to
users in AR/VR.

To achieve these goals, we ensure continuous microgesture pointing
to support the comfort reachability for DG1 and DG2, and seamless
control for DG3.

3.2 T2I Finger Input to Ray Control
This section explains the design components and rationales to
meet the requirements of the design goals. Our system components
mainly consist of 3 features as shown in Figure 2 and 3. These
include the T2IRay’s local coordinate system, absolute indirect
position mapping, and head engagement. For more details, please
refer to Section 4.

3.2.1 T2IRay’s Local Coordinate (DG1). Most hand-tracking sys-
tems use a local coordinate system based on key joint systems. For
recognizing microgesture, relative finger movement would be a
practical approach to maintain consistent gestures. However, di-
rectly using the values of the fingers’ joints for the T2I interaction
would miss the meaningful movement information such as thumb
position relative to interaction space. To answer DG1 (Fine-grained
& Subtle Control), the range of thumb motion should reside within
a reasonable space near the index finger. Therefore, we propose a
T2IRay’s local coordinate that sets an origin reference point at a
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Figure 3: Components of T2IRay’s local coordinate system. (a) Finger Plane: A plane formed by the finger joints (TM, IC,
midpoint by ID and IP) and defines a normal vector n. (b) Origin: A reference point in the Finger Plane based on projection of v2
onto vector v1. (c) A formulated T2IRay’s local coordinate system, (d) The implementation in Unity.

semi-fist pose to maximize comfort for fine controllability. By set-
ting interaction volume within a small volume, we also encourage
users to carry out subtle interaction during pointing interactions.

3.2.2 Absolute Pointing (DG2). We employed absolute pointing
with the T2IRay’s local coordinate system with the finger plane.
The reason is to reflect the characteristics of existing raycasting
principles in AR/VRwhere controller or free-hand raycasting utilize
absolute pointing. Since users perceive their hands as multitouch
sensors, we believe that users are likely to perceive the index finger
as a touch sensor that performs interaction with proprioception and
natural haptic feedback from the index finger [46]. Absolute point-
ing naturally allows unrestricted movement within the thumb’s
motion range. Therefore, our system does not distinguish thumb
contact on the index finger as a discrete touch signal and allows
the thumb to move naturally within the index finger’s interaction
volume.

3.2.3 Thumb-Click Design Parameters (DG2). As a continuous in-
put, click-down, and click-up events serve as indicators for the
trigger state. Our system directly utilizes tapping the thumb on
the side of the index finger to carry out the thumb-click gesture.
However, a problem arises with ray fluctuations during the finger’s
landing and release for click, which causes instability and pointing
jitters. Thus, we explore finger kinematics to identify suitable de-
sign parameters for a robust thumb-click, analogous to determining
the debouncing mechanism parameters for a computer mouse.

3.2.4 Head-engaged Indirect Input (DG3). As mentioned in DG3,
we aim to ensure that users have always-accessible input in AR/VR
by incorporating head engagement into our interaction design. To
determine a suitable pointing methodology for AR/VR, we utilize
the head-ray. The head-ray refers to a virtual ray that originated
from the HMD’s origin point. The direction of the ray is assigned
to an intersection point determined by the absolute position of the
finger. Also, we adopted a two-phase 3D interaction technique [8]
where we combine head engagement with T2I-based microgestures.
We utilize head gaze (commonly through HMDs) to move the FoV
while controlling the ray within the FoV using T2IRay. With this,
we expand the usable range of indirect input while maintaining the
control performance of continuous input.

4 Implementation
4.1 Apparatus & Software
Our system is built with Oculus Quest 3 Interaction SDK1. For soft-
ware, we built the system on Unity (2022.3.22f version) and used
the joint keypoints from hand tracking and the position and rota-
tion data from HMD (head-gaze). With streaming a real-time data,
our system continuously computes each proposed algorithm: T2I
coordinate and Ray direction in the backend upon availability of
the hand tracking in the FoV.

4.2 T2IRay’s Local Coordinate Configuration
As shown in Figure 3, we use the thumb and index finger joints as
core components to construct a coordinate. Specifically, we utilized
thumb’s tip (TT), interphalangeal joint (TI), carpometacarpal (TM)
and index’s distal interphalangeal (ID), proximal interphalangeal
joint (IP), and metacarpophalangeal joint (IC). Here, we define the
normal vector on the finger plane and the origin position before
formulating the coordinate axis.

To set a Finger Plane, we compute the midpoint position (m)
between ID and IP joints. Then, we form the plane with 3 key joints,
including (m), IC, and TM. The normal vector (n) is defined as
the perpendicular vector to this plane. To determine the origin,
we computed vector v1 by subtracting the position of m from TM
and vector v2 by subtracting the position of m from IC. Next, the
projection of vector v2 onto vector v1 is calculated. The dot product
between v1 and v2 provides a scalar that represents the component
of v2 in the direction of v1. This scalar is divided by the dot product
of v1 itself. The projection of vector v2 onto vector v1 is given by:

Projv1v2 =

(
v1 · v2
v1 · v1

)
v1

We assigned n1 as the Y-axis and the vector direction from TM to
𝑚 as the Z-axis. These two axes remain static regardless of finger
movement. The X-axis is calculated as the cross-product of the y-
axis and z-axis vectors. Finally, the resulting vectors are normalized
to unit length to ensure consistency.

1https://developers.meta.com/horizon/reference/interaction/v68
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Figure 4: (a) The horizontal ray’smovement is based onwhere
the combined movements of joints TT and TI along the x-
axis as seen from the top view. (b) The vertical control is
based on the difference in the positions of TT and TI along
the y-axis and is further adjusted by TT’s z-axis movement,
as seen from the side view. (c) The finger position value (x,y)
is normalized and mapped to ray intersection plane range.
(d) The intersection plane is designed to be within 80° of the
view angle, which is situated at a distance of 2 m from the
user in line of sight.

4.3 Determining Ray direction through Finger
Position

4.3.1 Absolute Tracking related to Finger Position. The system
tracks absolute movement by the TT and TI joints from T2IRay’s
local coordinates. For horizontal movements, we sum the x-axis
positions of the TT and TI. This approach leverages the fact that
the thumb’s TT and TI joints generally move in the same direction
during horizontal motions, allowing for wider and more flexible
movements.

Horizontal Movement = 𝑥TT + 𝑥TI

We take several considerations into account to address vertical
movement. First, the range of vertical movement is relatively smaller
compared to horizontal movement and involves rotation and trans-
lation. To address these challenges, we use the z-axis motion for
scaling purposes. Specifically, we calculate the difference in the
y-positions between the TT and TI joints:

Vertical Movement = Δ𝑦 · 𝑧TT ,Δ𝑦 = 𝑦TT − 𝑦TI

The TT joint moves in the intended vertical direction, while the
TI joint often moves in the opposite direction, providing stability
and refinement to the vertical movement. This difference (Δ𝑦) is
then multiplied by the 𝑧-position of the TT joint to achieve a bal-
ance: This calculation compensates for the unique characteristics
of thumb motion, where the thumb tends to translate forward and
backward.

4.3.2 Mapping Finger Position to Ray Intersection Position. Given
the inherent range of movement of the fingers, we can establish
boundaries to adjust the scale for plane mapping. We defined an
inner boundary based on the actual reachable range along both
the x and y axes. We set the input scale ranging from -0.05 m to
0.05 m for x, and from -0.02 m to 0.02 m for y. Each x and y value is
scaled with this range and then mapped to the plane size range from
1.67 to 1.67. The unit is a meter. In addition, we defined the plane

coordinate range at a distance of 2 m from the user. The normalized
position is then scaled to fit within the plane size. The origin of the
mapping position is the line of sight of the user’s eye. Since the
system uses absolute positioning rather than relative mapping, an
acceleration based on velocity is not feasible. To address this, we
implemented transfer functions for plane coordinates, including
linear, logistic, quadratic, and interpolation, to facilitate efficient
and dynamic ray control. This approach ensures that users can
access the entire plane area at varying rates.

4.3.3 Raycasting from Head. Based on the position derived from
the above process, we ensure that the ray can cover the entire
range within the field of view (FoV). The ray intersection point is
mapped to a virtual plane that is positioned 2 m away from the user.
The visualized ray extends in the direction of the ray’s position
on the plane from the head, allowing the user to interact with
elements directly along the path of the ray. We also incorporated
head rotation, in which the ray’s position is fixed relative to the
HMD but the ray moves in world coordinates. Here, we note that
direct control of the ray is managed through finger movements,
while head rotations are used to extend the interaction range rather
than directly control the interaction itself. The system could provide
full control of the ray within and out of the FoV seamlessly and
intuitively by leveraging natural head movements with the finger-
controlled ray.

5 User Study 1: Evaluation T2IRay Indirect
Pointing

The objective of this study is to evaluate the performance of the
T2IRay pointing within the near-peripheral FoV (60°), aiming to
validate whether T2IRay could cover this area. Note that we con-
strain head movement during the study since we want to evaluate
T2IRay’s microgesture-based tracking performance only. Through-
out this study, we aim to answer the following research questions:

• RQ1)How do the different transfer functions affect the point-
ing performance? Although existing ray-based systems use a
1-to-1 mapping, it is unclear whether this mapping performs
well on our system. So, we explore several transfer functions
to identify the impact of different gains for microgesture
indirect pointing.

• RQ2) How does variation in depth affect pointing perfor-
mance? In this study, the ray intersection point is mapped
onto a virtual plane relative to a reference plane at 2m, which
leads to less/more movements for near/far depth planes ac-
cordingly. In this way, we answer the practical significance
of depth variations for pointing performance, which still
remains uncertain and requires further investigation.

• RQ3)How does variation in target amplitude affect pointing
performance? While performance is generally expected to
be proportional to target amplitude, the specific effects of
different transfer functions on this relationship are unclear.
By examining various target amplitudes with each transfer
function, we aim to figure out a robust interaction range of
T2I pointing based on performance in the central FoV region.
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Figure 5: The overview of Fitts’ law study. Tasks are designed with two depth planes (1m, 2m) and three target amplitudes (16°,
32°, 48°) with fixed target size (4°). Each transfer function has a different ratio of ray speed.

The purpose of this study is to measure pointing performance
within the primary angle of view and to find design parameters for
interaction space and pointing mapping approaches.

5.1 Apparatus and Task
We conducted Fitts’ law study based on the standard ISO 9241-9
and Shannon formulation equation to assess the performance of
different mapping methods with various target depths and ampli-
tudes similar to previous work [49]. Participants move the ray to
a target shown on a flat 2D circular shape as shown in Figure 5.
They point to 11 targets that appear from the top side, and the next
target appears on the opposite side, and then it continues circularly
until the end. The default target is shown in white, which turns
green upon successful pointing. Since the ray intersection point is
mapped on the 2 m plane, the ray collision on 1 m has a relatively
short range compared to the 2 m condition, even with the finger
movement. We fixed a target size of 4° since we focus on mapping
conditions and the effect of different depths. To compensate for
the hand tracking error (average fingertip positional error of 1.1
cm) [1], we tolerated a relatively large target in this study. First, we
set the inner boundary range of plane size to associate with finger
movement. The plane size is 1.67 m×1.67 m with a visual angle of
80°. We adopted Linear, Logistic, Quadratic and Interpolation. We
map a 2D position (X, Y) on a virtual plane using different transfer
functions. Participants used the keyboard pressing to select targets.

Linear. The absolute position value of the finger is linearly am-
plified to the fixed plane size. The method ensures that the point is
proportionally adjusted within the boundaries of the input space.

Logistic. It is the non-linear mapping using the logistic function
to the finger position value. After normalizing the finger position
value, the logistic function is applied to produce an S-shaped curve
that is less sensitive to extreme values. The ray moves slowly at
the outer boundaries but more quickly in the center. We used the
logistic scaling constant of 1.5, which was empirically chosen not
to exceed a linear rate.

Output =
1

1 + 𝑒−𝑘×𝑥

Quadratic. This function maps ray more aggressively near the
outer boundaries. As the ray goes out of the center region, the
ray moves significantly faster but much slower around the center
region compared to Logistic. We used the quadratic scaling constant
of 1.3 to ensure the movement does not become too slow.

Output = (𝑥)𝑘

Interpolation. This transfer function involves geometric trans-
formations to maintain spatial relationships in accordance with
the user’s hand structure. Users were asked to reach their thumb
comfortably toward the corners of a rectangle, and repeated mea-
surements were taken to calculate the average reach. Each corner’s
coordinates were normalized to the mapped intersection plane
and applied homography transformation matrix (H) to reflect their
thumb movement tendency shape.

Homography = H ·

𝑥

𝑦

1


• Pointing Transfer Function (4): We set Linear, Logistic, Qua-
dratic, and Interpolation transfer functions for pointing.

• Target Amplitude (3): We set amplitudes in fixed differences
including 16° (8° circle radius), 32° (16° circle radius), and
48° (24° circle radius) to systematically cover the whole range.

• Target Depth (2): We set the target location as 1 m and 2 m
in front of the user, which typically represents near and far
distances for displaying UIs.

5.2 Participants and Procedure
We recruited 16 participants (10 females, mean age of 29), and all
participants were right-handed. We carried out an IRB-approved
within-subject study with three independent variables. They first
had a practice session to familiarize themselves with the proposed
interaction (< 30 minutes). Participants conducted 24 conditions
in which they experienced each of the 4 transfer functions × 2
depths × 3 target amplitudes. We counterbalanced the order of the
task blocks for 4 different transfer functions across participants.
Within each transfer function block, participants went through 6
different conditions of depth and target amplitude. The presentation
order is blocked by depth, and amplitude is randomized. We asked
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participants to rest their hands freely between trials or as needed.
We collected 4,224 data points (16 users × 4 transfer functions × 2
depth × 3 target amplitude × 11 trials).

5.3 Measures
• Task Completion Time (TCT): TCT refers to the duration
in which a participant completes a task. It is calculated by
capturing the moment a target appears and the moment it is
successfully selected by the participant.

• Throughput (TP): TP indicates the speed and accuracy of
pointing as below:

𝑇𝑃 =
𝐼𝐷𝑒

𝑀𝑇
(1)

where 𝐼𝐷𝑒 is the task’s effective index of difficulty, calculated
based on the effective target amplitude (𝐴𝑒 ) and effective
width (𝑊𝑒 ).𝑀𝑇 is the mean movement time (same as TCT)
recorded over a series of trials. 𝐴𝑒 represents the mean of
the actual movement target amplitudes across the trials. The
formula for 𝐼𝐷𝑒 expands as follows:

𝐼𝐷𝑒 = log2

(
𝐴𝑒

𝑊𝑒
+ 1

)
(2)

• Effective Width (𝑊𝑒 ):𝑊𝑒 is derived from the distribution of
the hit point, representing the variability in the precision.
Using the effective width helps reduce the variability in
TP, which is influenced by changes in TCT and 𝐼𝐷𝑒 .𝑊𝑒 is
calculated as below:

𝑊𝑒 = 4.133 · 𝑆𝐷𝑥 (3)

where 𝑆𝐷𝑥 is the standard deviation of the selection coordi-
nates, and 4.133 is a constant factor.

• Error Rate (ER): ER is calculated as the missing target pro-
portion of trials in a block where the pointing was not suc-
cessfully made inside the target object.

• Subjective Rating: We used a 7-point Likert-scale question-
naire of subjective ratings on different transfer functions on
perceived speed, perceived accuracy, naturalness, fatigue,
and overall preference.

5.4 Results
For the analysis, we ignore the first target in all conditions since
the distance to the first target is less than the amplitude of the ring.
In addition, we apply a filter where a trial time exceeds the mean
+ 3 × 𝑆𝐷 . With this, 6.7% of trials were excluded. We first test the
normality and apply the transformation (e.g., Aligned Rank Trans-
form) if the data do not meet the normality. Then, we conducted
repeated measures ANOVA with Greenhouse-Geisser corrections
if sphericity was violated.

5.4.1 Task Completion Time (TCT). The repeatedmeasures ANOVA
revealed that there was no significant main effect of the Transfer
function on TCT (𝐹 1.85

27.73 = 1.62, 𝑝 = .218, 𝜂2 = 0.097). However,
there was a marginally significant effect of Depth on TCT (𝐹 1

15 =

4.03, 𝑝 = .063, 𝜂2 = 0.212), suggesting that TCT may vary with
changes in Depth. There was no significant interaction between the
Transfer function and Depth (𝐹 1.45

21.72 = 0.452, 𝑝 = .58, 𝜂2 = 0.029), in-
dicating that the influence of the Transfer function on TCT does not

depend on Depth. However, Amplitude had a highly significant
effect on TCT (𝐹 1.1

16.49 = 117.35, 𝑝 < .001, 𝜂2 = 0.887), indicating that
changes in Amplitude substantially influenced TCT. However, an
interaction effect was not found between Transfer function and Am-
plitude (𝐹 2.2

32.98 = 2.47, 𝑝 = .095, 𝜂2 = 0.14), indicating that the effect
of Amplitude on TCT was consistent across transfer functions.

5.4.2 Throughput (TP). A significant main effect of Transfer func-
tion was observed on TP (𝐹 2.04

30.54 = 3.78, 𝑝 = .03, 𝜂2 = 0.201),
indicating that different transfer functions resulted in different lev-
els of TP. There was no significant effect of Depth on TP (𝐹 1

15 =

3.09, 𝑝 = .099, 𝜂2 = 0.171), and the interaction between the Trans-
fer function and Depth was not significant (𝐹 1.67

25.03 = 0.17, 𝑝 =

.802, 𝜂2 = 0.011). There was a significant effect of Amplitude on
TP (𝐹 1.06

15.85 = 7.16, 𝑝 = .001, 𝜂2 = 0.323). Moreover, the interac-
tion between Transfer function and Amplitude was significant
(𝐹 6

90 = 2.33, 𝑝 = .03, 𝜂2 = 0.135), suggesting that the effect of
transfer function on TP varies according to the Amplitude.

5.4.3 Effective Width (𝑊𝑒 ). A significant main effect of Trans-
fer function on𝑊𝑒 (𝐹 2.10

31.64 = 5.26, 𝑝 = .01, 𝜂2 = 0.260) was ob-
served. There was no significant effect of Depth on 𝑊𝑒 (𝐹 1

15 =

0.11, 𝑝 = .743, 𝜂2 = 0.007). However, a marginally significant
interaction between Transfer function and Depth was found
(𝐹 1.90

28.46 = 2.83, 𝑝 = .078, 𝜂2 = 0.159), suggesting that the impact
of transfer function on 𝑊𝑒 may vary depending on the Depth.
The main effect of Amplitude did not have a significant effect
on𝑊𝑒 (𝐹 1.32

19.76 = 1.00, 𝑝 = .355, 𝜂2 = 0.062). The interaction be-
tween the Transfer function and Amplitude was also not significant
(𝐹 3.41

51.08 = 1.59, 𝑝 = .198, 𝜂2 = 0.095).

5.4.4 Error Rate (ER). A significant main effect of Transfer Func-
tion was observed on ER (𝐹 3

20 = 1.08, 𝑝 = .381), indicating that
different transfer functions did not result in significantly differ-
ent levels of error rate. There was no significant effect of Depth
on ER (𝐹 1

18 = 0.37, 𝑝 = .551), and the interaction between Depth
and Amplitude was not significant (𝐹 2

18 = 2.04, 𝑝 = .159). How-
ever, the main effect of Amplitude on ER approached significance
(𝐹 2

18 = 3.44, 𝑝 = .054), suggesting that differences in Amplitude
may have a marginal effect on the error rate.

5.4.5 Fitts’ Law Model and ID. Each transfer function is modeled
as follows, as shown in Figure 7a. : 𝑀𝑇 = 1.555 + 0.602𝐼𝐷 (𝑅2 =

0.978) for Linear, 𝑀𝑇 = 1.163 + 0.608𝐼𝐷 (𝑅2 = 0.964) for Logis-
tic, MT = 0.342 + 1.096𝐼𝐷 (𝑅2 = 0.995) for Quadratic, and 𝑀𝑇 =

0.799 + 0.873𝐼𝐷 (𝑅2 = 0.999) for Interpolation. The overall transfer
functions showed a good fit to Fitts’ law which reflects a strong
dependency of TCT on the difficulty level. Linear (𝑅2 = 0.978) and
Interpolation (𝑅2 = 0.999) showed a high degree of fit. The Qua-
dratic also reported a good fit to Fitts’ law (𝑅2 = 0.995). However,
the model’s higher slope of 𝑏 = 1.096 suggests a steeper increase in
task completion time with increasing difficulty. This may indicate
that Qudaratic is particularly sensitive to changes in task difficulty.
The Logistic also demonstrated a good fit (𝑅2 = 0.964) and less
sensitivity compared to Quadratic. Compared to Linear, Logistics
exhibited similar rate of TCT increase upon higher ID.
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Figure 6: The results of Fitts’ law study. The mean values for task completion time, throughput, effective width, and error rate
were computed for each transfer function, depth per transfer function, and amplitude per transfer function.

5.4.6 Subjective Rating. All transfer functions have relatively large
standard deviations, indicating significant variability in partici-
pants’ opinions regarding all aspects (Figure7b). Nevertheless, the
Logistic has the highest mean score for perceived accuracy, fatigue,
and overall preference. And many participants still favored the
Logistic over other methods. This suggests that the Logistic pro-
vided a generally positive experience for participants while not
conclusively superior.

5.4.7 Endpoint distribution of cursor. We examined the endpoint
distribution of the cursor. Figure 7c shows the intersection points
are concentrated towards the center of the target ring. The points
are more sparse in the downward target and usually concentrated
horizontally but deviate vertically, indicating greater error in the
vertical axis. We observed that accuracy decreases with increasing
amplitude as the thumb moves further away from the center, partic-
ularly along the diagonal directions. In general, the T2IRay appears
to present a challenge for accurate targeting in areas requiring
considerable finger reach and exertion.

5.5 Discussion
In this section, we discuss our findings from Study 1. Our results in-
dicate that the Logistic transfer function offers the best performance.
Additionally, we propose an adaptive approach to account for the
effects of T2I pointing in system design and usage. To summarize
the result, the transfer function significantly affects TP and𝑊𝑒 .
Depth has a marginally significant effect on TCT but not on TP or
𝑊𝑒 . Amplitude has a significant effect on TCT and TP. Interactions
between transfer function and amplitude are significant for TP.

5.5.1 RQ1) How do the different transfer functions affect the point-
ing performance? As we proposed an approach of microgestures
pointing, we had the ultimate research question that microgestures

could effectively cover the area of interest in the view angle. We
found that there are differences with TP, and𝑊𝑒 depending on the
applied transfer function for depth. Remarkably, the Logistic had
a significant difference as compared to other methods, suggesting
that it would enable relatively fast and accurate pointing. We found
that while users could quickly move the ray to the target, they often
struggled to make fine adjustments near the target. This resulted
in longer selection times. Also, the ray sometimes moved off the
target even while correctly positioned due to errors in built-in hand
tracking, contributing to higher error rates. We believe results on
point and click behaviors of users from this research could provide
valuable insights into overcoming this sensor inaccuracy.

5.5.2 RQ2) How does variation in depth affect pointing performance?
The influence of the transfer function with different depths was
not very significant. The transfer function which is slower near
the center, such as Logistic and Quadratic showed lower𝑊𝑒 as the
distance increased. However,𝑊𝑒 increased with depth at relatively
faster functions such as Linear and Interpolation. It seems that
we map the ray intersection at 2 m, allowing finer adjustments
on a closer 1-meter plane, even when the ray moves at the same
angle. This suggests that depth may influence how precisely users
approach the target and maintain accuracy as depth changes. We
believe that using a finger to access the UI beyond an arm’s reach
seems to provide a consistent experience. However, we recommend
allowing a slightly wider target range for closer targets. During
the user study, participants reported feeling more frustrated when
performing the task at 1 m. While they noted improved accuracy,
the task felt slower, suggesting that adaptive speed adjustment
based on depth might be a further consideration.

5.5.3 RQ3) How does variation in amplitude affect pointing perfor-
mance? The amplitude of the target deals with targets at different
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Figure 7: (a) Fitts’ law models for various transfer functions in T2IRay. (b) Subjective ratings of different transfer functions.
The higher scores indicate a higher matching speed with the finger, higher accuracy, more natural, less fatigue, and a better
overall experience. (c) Endpoint distribution of cursor. Each dot indicates the intersection point on the intersection screen upon
selection. The mapping intersection plane remains in 2 m, but a 1 m temporary intersection plane was provided for reporting.

distances. We examined how user performance varied with differ-
ent target amplitudes within the expected 60°. As expected, as the
distance increased, so did the time required to complete the task.
The significant impact on TCT and TP, along with the significant in-
teraction between transfer function × amplitude on TP suggest that
these are related to changes in speed depending on the mapping
position. For example, the movement speed of the Linear remained
constant at 16° to 48°. In contrast, it started slow and sped up as
it approached 48° in the Quadratic. Similarly, the Logistic started
slow and accelerated mid-range and then slowed again at 48°. This
underscores the need to adjust the appropriate speeds based on the
target distance from the center of the mapping to the maximum.

5.5.4 Comparisons with Prior Studies.

Performance. Direct pointing like raycasting (Handray) [49] showed
as𝑀𝑇 = −0.27 + 0.88𝐼𝐷, 𝑅2 = 0.97). In comparison, our techniques
also demonstrate a good fit (𝑅2) range in 0.953 and 0.999, indi-
cating that they enable predictable pointing. However, Quadratic
exhibits a higher slope (𝑏 = 1.096), suggesting greater sensitivity
for more complex tasks. Meanwhile, Linear (𝑏 = 0.602) and Logis-
tic (𝑏 = 0.608) with lower slopes indicate less sensitivity. Raycasting
achieves higher TP at the same 𝐼𝐷𝑒 , but T2Iray maintains a good
fit and comparable sensitivity.

Although the experimental conditions were not identical, we
compared the results for context under similar conditions (8° and
15° radius, corresponding to 16° and 32° in our study). These are
referred to as small amplitude (SA) and large amplitude (LA), re-
spectively. T2IRay is presented first in each comparison. Regarding
TCT, T2IRay showed longer times in SA (2.37 s vs. 2.13 s) but shorter
times in LA (2.76 s vs. 2.81 s). TP was lower in SA (1.09 vs. 1.43) but
comparable performance in LA (1.26 vs. 1.33). About the𝑊𝑒 , T2IRay
showed less accuracy in SA (5.71° vs. 4.23°), but achieved more ac-
curacy in LA (5.57° vs. 6.61°). These results highlight the strength of
microgesture pointing with a larger amplitude that favors broader

movements. Overall, T2IRay performs comparably well for larger
amplitudes, but improvements are needed for smaller amplitudes.

Factors for microgesture pointing. Our findings provide an un-
derstanding of 3D pointing with microgesture by examining the
impact of transfer function, target depth, and amplitude. Transfer
function related to gain significantly affected performance, aligning
with the previous finding [7]. Similarly, the effect of target ampli-
tude is unsurprising, as it is well demonstrated amplitude tendency
on TCT in Fitts’ law. However, depth works differently for the
microgesture pointing. Previously, depth has been identified as a
crucial factor in 3D pointing, particularly during the ballistic and
homing phases [26]. However, we observed only marginal effects of
depth for microgesture pointing. Instead, our results showed a close
relationship to screen-projected techniques [45] where depth has
minimal impact if the depth is constant. This may be attributed to
the small motion in microgestures, which reduces motor control de-
mands. In contrast, mid-air pointing involves large movements that
become harder to control as gain increases under deeper conditions.
Therefore, we suspect that microgesture minimizes perceived depth
variation, even when depth could alter the perceived gain [26].

5.6 Observation
We have not strictly distinguished the contact state of the thumb
on the index finger. Rather, T2IRay enabled the thumb to control
the ray in a flexible manner, either by resting on or lifting above
the index finger. While the latter were perceived as more effective
for quickly reaching a target, maintaining contact with the index
finger was preferred for finer adjustments and greater confidence in
precision. Here, the index finger acts as a tracking surface, offering
proprioceptive tactile feedback to track motion paths. We believe
this transition is perceived as continuous without explicit mode
switching, which provides flexibility and advantages for most users.
In addition, participants performed small adjustments by tilting
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Figure 8: (a) The overview of Study 2. (b) Possible behavior of thumb-click: On-skin Click (Left) and In-air Click (Right). (c) The
conceptual illustrations for velocity and time points of movement. The odd-numbered points indicate zero crossings. Even
numbered points indicate extreme points of velocity. In On-skin, three phases are identified: first lifting, landing, and second
lifting, while there are two phases in In-air: landing and lifting. The LV marks the onset of the landing, while P indicates the
lifting onset. The interval between ZCs indicates each phase: lifting and landing.

Table 1: The kinematic metrics used for analysis. Each metric serves a distinct purpose: Velocity (speed), SPARC (smoothness),
and Duration & Distance (responsiveness).

Metric Description
Velocity The speed at the moment of landing onset.
SPARC [3]

(Spectral Arc Length)
A smoothness metric that evaluates movement efficiency by analyzing the Fourier magnitude spectrum
of the movement speed profile. Larger absolute value indicates less smoothness.

Duration The total time required to complete a phase of movement.
Distance The difference in distance between the start and end of the phase.

their fingers slightly rather than using traditional sliding or drag-
ging motions. Users could also access all desired interaction regions
within the given range while resting their hands on the desk or
chair without moving it. However, some anatomical limitations
were noted, as users had difficulty reaching specific areas due to
natural physical constraints. Overall, participants favored horizon-
tal movements over vertical ones. One participant (P9) noted that
the interaction felt somewhat like holding a physical controller, but
the sensation of moving an ‘empty’ hand felt awkward.

6 User Study 2: Investigating T2IRay
Thumb-Click Behavior

To validate T2IRay as an indirect pointing method, pointing and
selection should be assessed. For pointing, Fitts’ Law study was
conducted under mapping conditions. In selection, it would be ben-
eficial to consider the characteristics of dynamic gestures inherent
in system design, given that a tap is a typical gesture for selection
in finger-centric systems. However, existing research has not suf-
ficiently explored how tap characteristics vary across conditions.
In this study, we investigate the kinematic features of the thumb
during tapping, referred to as "thumb-click". Although we did not
explicitly implement tap-based selection, we explored whether con-
sistent tap could be performed under different conditions and how
observed characteristics could inform an effective selection mech-
anism. Here, we chose the click behavior and target directions as

varying conditions. As a fluid transition between two states during
pointing observed in Section 5.6, two possible behaviors could be
defined by the state of the click.

(1) On-skin Click: User initiates a thumb tap on the index
finger while the thumb is in contact with the index finger.

(2) In-air Click: User initiates a thumb tap on the index finger
while the thumb hovers above the index finger.

As continuous pointing involves varying target directions, we
include directional variations that induce varied thumb positions.
For this, we collected kinematic data of tap gesture during pointing.
We aim to provide a comprehensive understanding of thumb click
characteristics in terms of speed, smoothness, and responsiveness,
which contributes to refining the implementation of selection in T2I
systems. Therefore, this studywas geared toward two key questions:

• RQ1) What are the key kinematic characteristics of thumb-
click across different behaviors?

• RQ2) How does the kinematic of the thumb-click change
with thumb position across different target locations?

6.1 Apparatus and Task
We carried out theWizard of Oz method, where the system does not
detect the selection, but it is designed tomake the user feel as though
a selection has occurred. We arranged the circle targets in a 5×5
grid within the FoV to guide the thumb’s position toward specific
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directions. The size of each target is 0.3 m, and the spacing between
adjacent targets is 0.5 m. We collected the position and velocity of
the thumb tip joint based on our T2IRay’s local coordinate system.
Here, we categorized the click behavior into two types (On-skin and
In-air). The difference between these behaviors is whether pointing
is performed with the thumb on the finger or above the index finger.
In the On-skin, the thumb has to be lifted and landed on the index
finger and lifted again to complete a thumb-click. In In-air, the user
can immediately land the thumb and then lift it back to its original
position. Note that we collected data in T2IRay’s local coordinate.

6.2 Participants and Procedure
We conducted this study with the same participants as in the earlier
study. We collected a total of 3,200 data points (16 users × 8 sessions
× 25 trials). The order of the targets was randomized, and the target
circle was displayed in red. Participants were instructed to point
ray as close as possible to the target and press the spacebar upon
tapping. Each click was collected for 3 seconds based on keystroke
onset. Since we analyzed data by kinematic features, the keystroke
did not have to correspond to the actual click moment. The varying
target locations were used to reflect variance in direction of the
thumb during thumb-click. We divided sessions into two blocks
corresponding to different thumb-click behaviors (Figure 8b). We
dedicated four sessions forOn-skin, and the other four for In-air. We
asked participants to maintain index finger posture to ensure stable
coordinates. Participants could reach all targets within the range
of motion, but peripheral targets required more effort than others.
While slight movement was unavoidable, utilizing the midpoint in
coordinate addressed this case.

Figure 9: Overall analysis of thumb tip movement during
thumb-click. The graphs illustrate the overall behavioral
pattern based on the study of both the Y-distance (a and b)
and Y-velocity (c and d) (conceptual illustrations for general
movement patterns.)

6.3 Results
Our investigation focused on the y-axis features, as vertical move-
ment is particularly relevant in tapping. The metrics are as shown

in Table 1. Each point in the velocity profile (Figure 8c) is identified
to determine each phase and onset. The LV point corresponds to
landing velocity, the entire phase is used for SPARC. And each
interval between ZCs indicates the submovement of thumb-click.

6.3.1 Overall Kinematic Behaviors. The movements show distinc-
tive patterns as shown in Figure 9. In the On-skin, the Y distance
graph shows that the finger initially lifts to Δ𝑦 = 0.86 cm before
descending sharply to Δ𝑦 = -1.29 cm during the landing period,
followed by a rise to Δ𝑦 = 0.58 cm in the second lifting period.
The duration of each period is approximately 0.265 s for the first
lifting, 0.474 s for the landing, and 0.451 s for the second lifting.
The corresponding velocity indicates that the finger reaches a peak
upward velocity of 0.11 m/s during the initial lift, drops sharply to
Δ𝑦 = 0.15 m/s during the landing, and then rises again to 0.07 m/s in
the second lift. In the In-air, it descends to -1.25 cm during landing
and rises to Δ𝑦 = 0.8 cm in the lifting period. The landing duration
is 0.302 s and the lifting duration is 0.473 s. The peak downward
velocity is -0.14 m/s and the upward velocity is 0.09 m/s.

6.3.2 Velocity. For On-skin landing (Figure 10b), the mean velocity
was -0.15m/s (range: -0.23∼-0.10m/s, SD=0.03) while -0.14m/s (range:
-0.24∼-0.08 m/s, SD=0.05) in In-air (Figure 10c). In both conditions,
velocity decreases as the thumbmoves towards the center and upper
region, while it increases diagonally towards the lower region. In-
terestingly, In-air exhibits relatively similar speeds horizontally but
shows more abrupt changes vertically. In contrast, On-skin shows
the opposite trend where larger speed variations horizontally and
gradual changes vertically. In general, On-skin are faster but lower
regions are faster in In-air.

6.3.3 SPARC. The mean value of On-skin including whole click
was -2.23 (range: -2.31∼-2.12, SD=0.06) (Figure 10d). For In-air (Fig-
ure 10e), the mean value was -2.45 (range: -2.70∼-2.35, SD=0.10),
reflecting a less reliable smoothness profile. In-air exhibits greater
overall variability and vertical patterns show sharper shifts com-
pared to On-skin. In contrast, On-skin relatively displays smoother
and consistent at the center-lower region. This highlights that On-
skin tends to more stable and controlled movements.

6.3.4 Duration. For the first lifting in On-skin (Figure 11a), Δ𝑡 was
0.27 s (max=0.33, min=0.21, SD=0.02). For the landing, the Δ𝑡 was
0.47 s (max=0.69, the min=0.33, SD=0.11). Finally, for the second
lifting period,Δ𝑡 was 0.45 s (max=0.69, themin=0.30, SD=0.08). In In-
air (Figure 11b), for the landing, Δ𝑡 was 0.30 s (max=0.35, min=0.25,
SD = 0.03). For lifting, Δ𝑡 was 0.47 s (max=0.72, min=0.31, SD=0.11).
In On-skin lifting phase, the duration is generally uniformly dis-
tributed. For On-skin landing phase, the duration increases in the
lower-left region. Then the duration increases towards the upper-
left region in the second lifting phase. For In-air, the overall duration
is relatively consistent with the trend of shorter duration at right
in the landing phase. However, the trend of longer duration was
observed at the upper-right region in the lifting phase.

6.3.5 Distance. In On-skin first lifting (Figure 11c), Δ̄𝑑 was 0.88 cm
(max=1.19, min=0.64, SD=0.16). For the landing, the mean Δ̄𝑑 was
-1.29 cm (absolute max=-1.86, absolute min=-0.80, SD=0.34). Finally,
for the second lifting, the Δ̄𝑑 was 0.57 cm (max=1.19, min=0.23,
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Figure 10: (a) Results are reported in two behaviors by all grids with sub-grid, column-wise, and row-wise. (b, c) The average
velocity along the y-axis for landing onset a thumb-click. (d, e) The average SPARC of the whole movement.

Figure 11: The period is divided into three phases for On-skin behavior (Lifting, Landing, and Lifting) and two phases for In-air
behavior (Landing and Lifting). (a, b) The average duration for different periods of finger movements in a thumb-click across
a 5×5 target grid. (c, d) The average distance along the y-axis for different periods (Lifting, Landing, and Lifting) of finger
movements in a thumb-click across a 5×5 target grid.

SD=0.23). In In-air (Figure 11d) landing, the Δ̄𝑑 was -1.20 cm (abso-
lute max=-1.86, absolute min=-0.81, SD = 0.34). For lifting, the Δ̄𝑑
was 0.86 cm (max=1.28, min=0.51, SD=0.19). InOn-skin lifting phase,
the distance increases at upper-diagonal region. And it increases
in the lower diagonal region in the landing phase. The distance
increases in the second lifting phase as it moves toward the upper
left region. For In-air, the trend was shown that large distance at
lower region in the landing phase. The overall distance is relatively
consistent with the trend of large distance at the upper-left region
in the lifting phase.

6.4 Discussion
Our result was examined to derive insights for designing thumb-
based selection. The behavior division and grid-based targeting task
are designed to account for variations in tapping during pointing.
Also, the used posture and tap gesture exhibit common features
as adopted in previous thumb-based interactions (e.g., using dif-
ferent side index regions as interfaces [39, 46, 58] or finger-centric
interaction [16, 30, 48, 56]). While the results are focused on T2I
systems, they also provide implications applicable to the design of
thumb-based interaction systems.
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6.4.1 RQ1)What are the key kinematic characteristics of thumb-click
across different behaviors?

Speed. The patterns were similar (e.g., speed increased at lower
or sides). In In-air, participants maintained a more consistent speed
horizontally. Overall, On-skin was performed faster likely due to
the influence of initial deliberate tapping intentions in continuous
movements.

Smoothness. On-skin was more stable although more submove-
ments are included. A notable difference was that while On-skin
remained consistent overall, In-air were less stable in the upper
region. This highlights the importance of support provided by the
index finger for stable control.

Responsivenes. In In-air, the landing duration is much shorter
(0.302 s < 0.474 s (On-skin)), probably because the action involves
only the tapping without the preceding steps. We also noticed that
users tend to lift their finger at the target point, followed by a
brief pause. Regarding distance, the landing was similar across both
behaviors. However, On-skin involved less lifting afterward, likely
due to the natural resting position of the finger on the surface.

Summary. On-skin showed greater stability and consistent speed
by utilizing stable support from the index finger. On the other hand,
In-air was less stable while enabling faster and less constrained
movements. We also observed that duration and distance varied
even within the same landing state. For example, the On-skin land-
ing duration is longer in the lower-left side, while being uniform in
In-air landing. We suspect these distinct patterns are influenced by
the preceding movement. These indicate that the characteristic of
thumb-click is influenced by the specific dynamics of each behavior.

6.4.2 RQ2) How does the kinematic of the thumb-click change with
thumb position across different target locations?

Speed. The difference between the upper and lower regions
was nearly twofold. This may be due to the thumb already be-
ing stretched where the motor control is required. Similarly, The
faster movements at the lower region indicate greater assertiveness
when the thumb is bent.

Smoothness. The smoothest movements were observed in the
center region, where the thumb’s involvement in bending or stretch-
ing was minimal. This indicates that stable tapping is influenced
by the thumb’s range of motion. In In-air, the greatest instability
is observed at the upper region, where thumb extension led to a
considerable submovement.

Responsivenes. Lifting (after landing) duration showed opposite
trends in horizontal. One possible reason is that it takes longer
when it is difficult to keep the natural thumb extension depending
on finger position during tapping. Regarding distance, it took a
larger movement when the thumb landed in the lower region. Dis-
tance increased from the center outward and from upper to lower,
likely due to the index finger acting as a physical limit. Lifting
in the upper and diagonal directions resulted in greater distances,
which is relevant to finger bending. Usually, the motion tends to
be influenced by diagonal, likely caused by the exertion of finger
control.

Summary. Upper region effect slow velocity due to the thumb’s
stretched position, while bent thumbs aiming at lower region en-
abled faster motions. The center region had the smoothest move-
ments with minimal motor control. Lifting durations became longer
in the upper regions, reflecting challenges in maintaining natural
thumb extension. Distance increased outward from the center, par-
ticularly during effortful diagonal movements.

6.4.3 Implication. We can summarize several reasons for tenden-
cies. First, physical surface constraints limit thumbmovement when
reaching lower targets due to the index finger and hand structure.
In contrast, reaching far from the center required more time and
effort without a physical surface. In addition, the motor capability
of fingers would be the reason. If the user exerts more effort to
reach the target, it reduces the motion range, resulting in more time
with greater movements. Additionally, the range of On-skin was
inherently smaller compared to In-air because of the limitations
when the fingers remain in contact. However, this constraint re-
sulted in a stable click. Finally, the tactile feedback from the index
finger of On-skin allowed users to click more consistently. This was
due to the sense of touch that the skin provided, making it easier
to detect and confirm interactions with controlled movement.

7 Design Guidelines
7.1 Precise T2I Indirect Pointing

Acceptable Pointing Transfer Function for Microgesture Control.
The Linear (1 cm of finger movement corresponding to 33.4 cm
on the screen) allowed faster ray movement compared to other
approaches. Based on the results, Logistic performed better than
Linear, indicating that using a lower mapping speed, such as logistic
scaling or even less, would be proper. Still, maintaining a faster
ratio than Quadratic would be necessary. Moreover, the transfer
function should minimize spatial distortion, as users were some-
times confused with unexpected movement, which caused degraded
performance in Interpolation.

Effective View Angle. For view angle up to 80° (mapping range, in-
cluding the expected usable range of 60°), performance degradation
followed the trend predicted by the index of difficulty (Figure 7).
Thus, covering this entire range solely with microgestures is im-
practical. To ensure consistent accuracy, we suggest not extending
the mapping coverage beyond 60°. A narrower mapping angle could
enhance resolution and accuracy. In this context, head engagement
could offer sufficient coverage within 48° or less, compensating for
the reduced range.

Considerations for Depth-adaptive Pointing. Since depthmarginally
influences the TCT, it is important to consider the transfer function
based on the depth at which the user is currently interacting. At
less than 2 m, a more rapid response rate might be needed. Because
using the same response rate across different depths would cause
misalignment with user expectations due to the fixed intersection
point at 2 m. Therefore, a slightly wider target range for closer dis-
tances is recommended to enhance responsiveness. However, some
participants reported that perceived depth-related performance was
quite significant, suggesting that drastic adjustments might not be
advisable.
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Unnecessary Additional Finger Adjustments. Participants rarely
used the full thumb range, indicating the system could support
pointingwith skewed fingermovement. Reflecting user rangemight
lead to unexpected pointing as shown in Interpolation result. The
theoretical and actual range of motion might differ, so careful con-
sideration of this concept is essential. Many participants tended to
prefer pointing with their thumb above the index finger rather than
in contact with it. We recommend avoiding additional complexity,
such as requiring contact mode to activate the microgestrue inter-
action. State differentiation for thumb-click could improve usability
but may not be necessary for pointing.

7.2 Robust T2I Thumb-Click

Real-Time Movement Correction. Our results suggest utilizing
predefined values based on finger positions. While the current pre-
defined grid captures general tendencies, more refined regions are
needed to account for subtle variations in natural finger movements.
However, incorporating delta information could enable a correction
mechanism with real-time data by hysteresis buffers, such as buffer
duration. . It could minimize unintentional cursor movements with
corrections of each finger position.

Adjustment of Input Sensitivity based on Spatial Information. The
system can dynamically adjust input sensitivity based on the user’s
movement relative to the target position, which affects finger place-
ment. For example, in areas where finger control is less stable due
to motor limitations (e.g., distant or lower regions), reducing sensi-
tivity can help filter out small, unintended movements. Conversely,
sensitivity can be increased near the center, where movements are
more controlled and precise.

Leveraging Natural Motion Patterns. We observed motion pat-
terns that could inform adjustments to detection parameters. For
example, faster movements from center to side and down are often
seen during landing, while the force applied during the previous
landing affects the duration andmagnitude of the lift. These insights
can guide threshold settings or data collection windows during the
learning phase, improving interaction design by reducing errors and
enhancing detection accuracy. It may be beneficial to distinguish
between On-skin and In-air click behaviors to optimize parameters
such as time segment and distance threshold settings.

8 Limitation and Future Work
Direct Comparisons with previous pointing methods. T2IRay intro-

duces the challenge of controlling larger areas with smaller move-
ments compared to prior indirect pointing methods. Also, direct
comparisons with prior work may not be feasible due to differences
in system design (e.g., areas of use, mapping ratios, and fixed plane),
placing them beyond the intended scope. Although this study fo-
cused on independently investigating T2IRay and the comparison
is included in Section 5.5.4, they are insufficient to fully understand
system performance. Further studies will focus on standardized
tasks and refined metrics for comprehensive evaluation.

User Study. In this study, we propose exploring a new realm
of microgesture raycasting interaction. Our focus lies in investi-
gating the optimal mapping method of thumb movement on the
index finger. This may not fully encompass all potential interactions
or account for user’s preferences. The effectiveness of the transfer
function might vary depending on hand dominance, hand sizes, dex-
terity, and ergonomics. Also, the participants in the study were set
in a sitting, leaving the state effects of standing or walking unclear.
Therefore, we recognize the need for further research to address
broader usability concerns for considering user requirements.

Head Engagement. We excluded head engagement from the study
to avoid gaze-related factors. Nevertheless, we believe that combin-
ing head and finger inputs could enable faster and wider pointing. It
would also be valuable to evaluate head engagement to understand
its practical effectiveness and potential advantages. Although we
did not directly compare with traditional free-hand raycasting, we
observed a reduction in hand movement in that users performed
tasks effectively even with their hands in a fixed position. However,
additional experiments may help to further understand and confirm
the significance of this observation.

Additional System Consideration. Since the current system only
provides a basic ray and intersection point, additional visual cues
help users adjust fingers for better accuracy. Also, it would be in-
teresting to explore alternative selection methods for microgesture
pointing such as dwell time or other gestures, while clicking is
the common intuitive gesture. For greater stability, a stabilization
method such as a pseudo-static mechanism could be valuable, espe-
cially when the ray moves quickly or is unstable near the target. It
gradually reduces the ray’s sensitivity when movement is detected
as minimal or static, improving accuracy and user experience.

9 Conclusion
In this paper, we introduced T2IRay, a thumb-to-index-based in-
direct pointing technique for AR/VR. We propose a novel way of
utilizing the thumb-index relationship to enable continuous in-
put with microgesture. To provide practical design guidelines for
T2IRay, we investigated both indirect pointing and thumb-click
mechanisms. For the indirect pointing, we formulated Fitts’ law
models for various transfer functions and found that Logistic per-
formed superior to other approaches. In terms of thumb-click, we
observed distinctive thumb motion patterns across click behaviors
and target positions. Based on these findings, we proposed design
guidelines for both indirect pointing and thumb-click to support
robust thumb-to-index interaction. We believe that our work high-
lights the potential of microgesture as full continuous input to
further advance the current state of hand interaction.
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